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OceanBase: Powering Global Business with Distributed Database
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Accelerate Al Application Development

Imagine the following scenario:

User Questions Answer

Please recommend a

consumption of

Please recommend a
coffee shop within 500
meters that has an
average consumption of
less than $8 per
person.

Querying:--
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coffee shop within 500
meters that has an
average consumption of
less than $8 per
person.

The following restaurants
are recommended:

Top 1

Top 2

Top 3

Within 500 meters

4

Spatial Query

i

Please recommend a coffee shop within 500 meters
less than $8 per person

Less than $8 per
person

that has an average

Coffee shop

Scalar Query

4

Vector Query
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Accelerate Al Program Development

Conventional Architecture

LLM
Step 5

User Query T @

Step 3

Step 4
—

$ *

Vector Query Filter (SQL)

(API) |

PostGIS ;
% MySQRL
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Accelerate Al Program Development

Unified Architecture (OceanBase-based architecture)

LLM

Step 3 Step 4
L. e 6

Unified Multimodal Data Platform W™ OCEANBASE

Step 5

User Query —

Step 1 ‘

Step?2

Multimodal
Data Types

Structured Data JSON GIS Vector Array Roar ingBitmap
Multiple Vector Index Spatial Index Full-Text Index  Multi-Value Index Secondary Index
Index Types
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Accelerate Al Program Development

Hybrid Search

Please recommend a coffee shop within 500 meters that has an average consumption of
less than $8 per person

Spatial Query Scalar Query Vector Query

A

Select * from restaurant where

st distance (location, sit_srid(point (@longitude, @l atitude), ‘metre’ ) < @guery distance

and avgConsum < 8

oeder by 12 distance (featureVec, @query embedding) approximate limit 20;
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OceanBase Hybrid
Query Capability




OceanBase Multimodal Data Platform

Multimodal Data Integrated Architecture
-
SQL Query NOSQL Query
Transactional HBase API Vector search

— YLl
- . .} el el JSON AP Full=text
search
K B V
- - U050 ee] s e Image search
— 1

- latency Audio search
Converged Data Modal

Structured Data, Unstructured Data, S W WIS W

Semi-Structured Data, Spatial Data,
Vector Data

Unified Data Access

KRNI L,'n

Unified Data Storage

Shared Storage, Cloud Disk, Local Storage, SSD
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OceanBase: Cutting-Edge HTAP Database

Conventional OLAP OceanBase HTAP

A Analytics _
1
1
1
1

OLTP OLAP

= = ||

1
______ Transactions '

One Database Engine

Requires ETL One Set of Data No ETL Required

Two Database Engines
Two Sets of Data

Resource Isolation Strategy No Sync Needed

Data Synchronization Latency Data Not Integrated :
REAL Real Time!

™ OCEANBASE Al Openinfra https://en.oceanbase.co

FOUNDATION m/



OceanBase AP Performance U 160

Mem: 326G
Disk: 500 GB, 1500 iops

ClickBench Test Results

Response time (sec) mOceanBase m C**House = S**Rocks = Apache Doris

The
lower
the
better

cold run hot run 1 hot run 2

AP: Analytical Processing
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OceanBase Low-Cost Vector Query

Same Recall & Performance, Less Memory Same Recall & Cost, Higher Performance

Compared to HNSW than ES 9.0 BBQ

7000

6000 5791

HNSW HNSW + BQ 5000 4008

Vector Data Volume: 200 Million Vector Data: OpenAl 1536-D, 50K

Vector Dimension: OpenAl 1536-D Environment: 8 cores, 64 GB RAM
Recall: 0.95
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OceanBase VectorDBBench

Performance768D1M Performance1536D500K

5000
4500
4000 The
3500 higher
3000 the
2500 better
2000
2000
1500
1000 1000
B B0 EHE.N
0 0 \
FilterRate 0% FilterRate 1% FilterRate 99% FilterRate 0% FilterRate 1% FilterRate 99%
Recall 0.98 Recall 0.98 Recall 0.99 Recall 0.98 Recall 0.99 Recall 1
mOceanBase m m*us m p*or m €* mOceanBase m m*us m p*or m €*
m*us: 2.5.11 aws
X - 3k %k .
p¥: p*17.4 + p¥or 0.8.0 méid. 4xlarge (16c64g)
e*: 9.0.0
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Dify Conventional Architecture

dify-sandbox Di fy Sumary

Dify is an open-source platform for building Al
@3 applications without coding.
A\

[ Dify includes three databases:
di1‘y—api/worker,—f
Pgaql 1. pgsql : Metadata Storage
— @ RS :
. N 2. weaviate: Vector Data Storage
) ) dify-web 0 3. redis : lockecache-queue
dify-nginx
@ﬂ <
Nag? Nag? iat
Y9 e
v - - -
For DBAs, maintaining three separate
l databases is very challenging!
Y , :
. Weaviate frequently experiences outages.
| fzﬂ f‘ﬂ @ﬂ :\O/ redis Within the same Dify instance, database resources
L' Qe Qe cannot be isolated between different business units.
, , Deploying a separate Dify instance for each
dify-plugin-daemon . business increases operational complexity.
The database has weak scaling capabilities.
i OCEANBASE 7' Openlnfra https://en.oceanbase.co
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Dify New Architecture

dify-sandbox OceanBase Solution

@,
o) .
QQ!! Central ized management of metadata, vector

data, and KV data within a single OceanBase
dify-—api/workerr—————j database

r<; pgsal Financial—-grade database stability
&
A

«

Automatic recovery of database services

) within 8 seconds in case of failures
) ) dify-web
dify-nginx Online scaling when resources are

insufficient.

& — & — |
weaviate Multi—tenancy: one tenant can support a

single business, while a single OceanBase

OceanBase cluster can support multiple businesses

simultaneously.

Y

€

Resource isolation between tenants.
redis

\ 4

O—

9@

dify-plugin-daemon

Web—based unified operations and monitoring
platform for simplified administration.
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OceanBase High Availability

*

...........................................................................

OBServer 1 f f 0BServer 2 OBServer 3

-- ulaee 7

OBServer 4 f f OBServer 5

Multi-Paxos

u Leader u Follower

RTO<8s RPO=0
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OceanBase Scalability

Driver/Proxy

..................................................

0BServer é i 0BServer f i 0BServer

.........................

OBServer é é OBServer

a8

..................................................

: OBServer é i OBServer é i OBServer
v
ZONE1 ZONE2 ZONE3

https://en.oceanbase.co
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The Risk of Relying on One Cluster

OB Proxy
Risks:
o “ __________________ “ ______ N

ZONE 2 ZehE S | « Single point of failure

* |mpact on upgrades

« High O&M pressure

-
Ve

=4 Kubernetes /

—~—— e e e —— —— —— —— —— —— —— —— — —— —— — —— — — — — — — — — — — — — — — — — — — — — —— — — — — — — — —
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Why Multi-Cluster?

OB Proxy

Cross-cluster deployment enables true
high availability

Improves disaster recovery

i “ ______ RN capabilities
\

yA®]\| =i

Avoids regional failures

» Supports smooth Kubernetes

Lays the foundation for hybrid-cloud

l |
l |
l |
l |
l |
l |
l |
l |
l |
l |
l |
l |
l |
l |
l |
l |
l |
l |
l |

: Kubernetes

\ /

—~— e — — — —— ———

/ architecture

—~— e o —— — — ——————

= OCEANBASE A Openinfra https://en.oceanbase.co

FOUNDATION m/




Proven Benefits in Real Scenarios

High Availability . . .
Disaster Recovery Scenarios for Using This Arch
« Customer runs stateless apps

across multiple cloud
l l l providers

aWs Alib E_)CI ] « Required OceanBase to run across

~— Google Cloud Ibaba Liod multiple K8s clusters
o - e m - Lem e N * Tolerating failures even at the
/ ZONE 1 N/ ZONE 2 N ZONE 3 A cloud provider level

« Designed to deliver high availability

| b Lo ‘.
I [ Il |
| | | |
| = OCEANBASE L ™ OCEANBASE L ™ OCEANBASE | and disaster resilience
| | | |
| | | |
_ @Kubemetes | | §HKubemetes | | g Kubernetes )
/ / /
N e N e N Ve

TN ———— — — — — — N —_—_——e—eee— e e e e e e —— N~ —_— e — — — ———
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OceanBase Cost-Reduction Techniques

Data storage cost reduced by (A0 Elo0Nz JLO{OR=Te[Vlel=Te M o)YA30%—50%

Centralized storage database (3 TB)

Centralized Storage OceanBase
Database Multi-Tenancy

Data storage cost Database

U~ reduced by 70%-90% Consolidation
Database 4 Database 5 Database 6

OceanBase (1TB)
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Hybrid Search for Hotel Photos (Migrated from Elasticsearch) Trip.com

Business Requirements Challenges

» Use photo similarity search to find similar hotels and » The dataset is massive, currently at 340 million rows and expected to
speed up the booking process. reach 800 million in the future.

+ Identify the cheapest hotel supplier, as your hotel * It is impossible to analyze the 3 million new records added daily in real
may have multiple suppliers. time.

 Building vector indexes is too slow.

L R Implementing vector and scalar queries is highly challenging. )

 Stable operation for over a year to date.

« Significantly reduces Al application development complexity using SQL
queries.

» OceanBase offers strong hybrid query capabilities.

» Uses disk-based IVF algorithm for building vector indexes, supporting
storage and querying of 800 million records.

* Vector index creation speed improved by more than 4x.

* Enables real-time analytics.

- y
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Question-and-Answer System

Business Requirements

* When a driver asks a question, the system can quickly
provide answers using past or current responses stored in
the system.

* Questions may include audio data, images, or long text.

» Capable of performing searches using images.

System Administrator

|

[ Question ]

Answer

Embedding Embedding
v S
Question + _ L 5
Related Information ) OceanBase Vector

LLM + Embedding Model + Question-and-Answer System with Hybrid Queries
Using OceanBase
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Challenges(weaviate)

» Weaviate has crashed several times unexpectedly, with no solution
other than restarting the database.

 Lacks hybrid query capabilities combining full-text search and
vector queries, and integrating this capability is costly.

» To improve query performance, data must be deleted daily.

* Vector index construction is slow.

- J

» OceanBase provides financial-grade database services, ensuring
business stability.

* In the event of a failure, the database service automatically
recovers within 8 seconds.

» The HNSW + BQ algorithm significantly reduces memory
consumption for vector indexes.

» Vector index construction time is shortened to under 25 minutes.

» Full-text search and vector queries can be performed within the
same database. )

-
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Kwai: Saves over 75% of server costs > Kwai

Kwai: One of the world’s most popular short-video apps, with over 700 million monthly active users.

Business Requirements Chal lenges

» Real-Time Analysis of Transaction Data » High Costs: Requires over 400 servers.

* During peak business periods, data synchronization
experiences a 10-minute delay.

« Managing 400 servers and database instances is
extremely challenging.

Online Realtime Online Realtime
Transaction Analytics Transaction Analytics L )
m Benefits

» No data synchronization needed, enabling real-time
m OceanBase analysis_

« Saves over 300 servers.
EEE « Storage cost: 1 PB (MySQL + ClickHouse) — 200TB.
2807300

Before After

-
-
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Thank youl!




