kOss LLEAZXE kubernetes

MR g %“46}71 X
Q@

Openlinfra Days Korea 2025

20l &t

oooooo

e O e e & e



Table of contents

01 03

KOS&? Operator Pattern
Why kOs? olm, operator framework
Compare other k8s distribution Sample operator
FluxCD &olx 7| Hands-on

Gitless GitOps, OCI kOs & XI 2 & gitops & NtX



About Me

N ubestronavyl

Family Z o =2t kubestronaut
SK C&C (2012 ~ 2018) 10,6 All Won 3rd prize at the passing all five of
. CNCEF's first CNCF’s
SEaRS| = 2It50] F4HH )
Atle) = 2t =0l g CloudNativeHacks Kubernetes-related |
&8I E(2020 ~ 2025) Hackathon certifications

(2025.07 ~)
Microsoft(2025 ~) N




What is this topic about?

KOS operator
KOsJt S Q10t? Operator

KOsJt &f S&8tIt? frameworgt
KOsE HE Operator AtE Y
A EoSt=IF?

FluxCD

Fluxet?

Fluxcd ot 2f
SEett?
Github 2t fluxcdE
& =5t gitops I &

vied I I live —Gitops—d L5




M=

O]
KOS

Why k0Os?
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kOs

2025.01.19 — CNCF sandbox

a

m ks 2005
Cloud Native Computing Foundation (CNCF) . .
. 6 © x @& o The Zero Friction Kubernetes
- Any cloud
kOs - The Zero Friction Kubernetes - BO re meta I

ADDITIONAL CATEGORIES _ Edge Gnd IOT

Platform / Certified Kubernetes - Distribution

[ Orchestration &

k@S

With kOs new clusters can be
[ zusos | o
bootstrapped in minutes and

INCUBATING

developer friction is reduced to
zero.

Repositories

kOsproject/kOs (primary) v

https://github.com/kOsproject/k0s & good first Issues
5.1k github stars(82 & i)

5.3k 133 Jun 20 Aug 25 Jul '25

Stars Contributors First commit Latest commit Latest release
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kOs

Key Features

Certified and 100% upstream Kubernetes
Multiple installation methods:
single-node, multi-node, airgap and
Docker

Automatic lifecycle management with
kOsctl: upgrade, backup and restore
Modest system requirements (1 vCPU, 1 GB
RAM)

Available as a single binary with no
external runtime dependencies besides
the kernel

Supports custom Container Network
Interface (CNI) plugins (Kube-Router is
the default, Calico is offered as a
preconfigured alternative)

Supports all Kubernetes storage options
with Container Storage Interface (CSl)



Why kOs?

Motivation#

A gap between the host OS and Kubernetes that runs on top of it
ZKl: OS2 K8SIH =& Z HAdI0IELH HAE -85 =X 2P0l =HE.
olZ:kOs= HE 2 2/EH0| gl= HE l0lHEIZ2 A8 - 2= HAUYE -E= 0[5 kOsOl Al ol &.

K8S with partial FIPS security compliance
= Ml: J|E K8SE LR FIPS & - =2 (H=S2AH0lE &2
olZ:kOs= ZHEH ZEaeEl B2= ZEHUEE 100% FIPS &=+ &

Kubernetes with cumbersome lifecycle management

ZH: =2 ANAE RFALS, OS/eluet =54, Chekst :

oHZ: kOs= B& 24 + A3t 2l =+ HS, HE 0S-2lZetiAME s&otH UK loT-2ctRE
N

o
S Ch2et &8 =& Jis.
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https://docs.k0sproject.io/stable/#motivation

Compare other k8s distribution

Provides a robust and versatile “base” Lightweight Base Architecture
ks =228t He2S =lAstotd, A0k
= ™8t Kubernetes J1 2t Ml S

Minimizes bundled add-ons

9 (HE=Z=S 0| L&otH O*ﬁff%! ElES
=H0l (g #BE H==2 20| 8ls.

e Provides a robust Kubernetes “base
Avoids oplnlpnated choices - e Minimizes bundled add-ons
Ingress, Service Mesh, Storage 2 0 < ) ,, _
O|AQ| UBH L ANEXI} MeisiE= ¢ Avoids opinionated choices
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Compare other k8s distribution

Minin

VS k8S The min|
may varl

- F At oE=HE XH lightweight Kubernetes Rol
- ©Z Hiold el (k0s)E Set &2 & Xl(vs
kubeadm) e

vs other lightweight Kubernetes =
distribution(like kOs, microk8s) -
- cli(kOscli)2t ymI=2 S¢&t i 2= X & rorn
- Devops®t =g otJ| E0| wro

kOs.bin

@ )

k0s (logic)

/ AN upto 5

A 4

images (for airgap)

kubelet

runc

containerd + shims

k8s-api

k8s-scheduler

k8s-controller-

manager

kine

etcd

konnectivity-server




Compare other k8s distribution

Process Diagram (Controller) Process Diagram (Worker)
Init System (e.g. systemd) ‘ Init System (e.g. systemd)
‘ kine/etcd ‘ api-server scheduler ‘comroller-manager api-server konnectivity-server ‘ kOs-api ‘ ‘ kubelet }—{ containerd ‘
runc

As a single binary, kOs acts as the process supervisor for all other control plane components.
As such, there is no container engine or kubelet running on controllers by default, which thus
means that a cluster user cannot schedule workloads onto controller nodes.

As with the control plane, with kOs you can create and manage the core worker components
as naked processes on the worker node.

RN



kOsctl

apiVersion: k@sctl.k@sproject.io/vibeta1
kind: Cluster
metadata:
name: k@s-cluster
spec:
hosts:
- role: controller

seh kosctl

address: 10.0.0.1 # replace with the controller's IP address

user: root
keyPath: ~/.ssh/id_rsa
- role: worker

ssh:
address: 10.0.0.2 # replace with the worker's IP address

user: root
keyPath: ~/.ssh/id_rsa

kOsctl apply --config kOsctl.yaml

command-line tool £ kubernetesE & X/ {0 E/=H
YAML O |t &8 HAEE Sot(] & > gtz Sg 22|

Controller

Worker node

Controller

Worker node

Controller

Worker node



KOsctl

Sample kOsctl yami file
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Morxe..

Airgapped Installation
- install kOs in environments without Internet access

Autopilot

- Automatic updates

- safeguards in place to avoid breaking a cluster
- Status Reporting

Extensions

- MetalLB Load Balancer

- Ingress Controller(Nginx/Traefik)
- GitOps with Flux

- Ceph Storage with Rook

- OpenEBS storage

J—\




N

02
FluxCD <o}H 7]

Gitless GitOps, OCI

ooooo



Flux

€ B 2019

Q\\\% Cloud Native Computing Foundation (CNCF)
X

fl ux [ App Definition and D. ] [ Conti ion & Delivery

Open and extensible continuous delivery solution for Kubernetes. Powered by GitOps Toolkit.

Maturity

® ® m X o f i ™2 E

2019-07-15 2021-03-12

SANDBOX INCUBATING

Repositories

fluxcd/flux2 (primary) h

https://github.com/fluxcd/flux2 & good first issues

7.3k 183 Apr ‘20 Aug ‘25

Stars Contributors First commit Latest commit

2022-11-30

GRADUATED

Jul ‘25

Latest release

2019.07.15 — CNCF sandbox
2021.03.12 — CNCF incubating
2022.11.30 — CNCF graduated

Open and extensible continuous
delivery solution for Kubernetes.
Powered by GitOps Toolkit.

Flux is a set of continuous and
progressive delivery solutions for
Kubernetes that are open and
extensible.

7.3k github stars(8& & 1)



Flux vs AxgoCD

FluxCD
3g, 253 CLl S48
- — DevOps B 0| GitOps == tt
ArgoCD
- UIJUX 28, A2, ZEl 22 AH

- > =88, Aldst 2401 2 &30l

77N




% Flux provides GitOps for both Flux and Elagger . Flux can also manage any Kubernetes

apps and infrastructure

“ Flux works with your existing
tools

resource. Infrastructure and workload dependency management is built in.

Flux enables application deployment (CD) and (with the help of Flagger) progressive delivery (PD) through automatic
reconciliation. Flux can even push back to Git for you with automated container image updates to Git (image scanning and
patching).

Flux works with your Git providers (GitHub, GitLab, Bitbucket, can even use s3-compatible buckets as a source), all major
container registries, fully integrates with OCI and all Cl workflow providers.

@& Flux is designed with security Pull vs. Push, least amount of privileges, adherence to Kubernetes security policies and tight integration with security tools

in mind
& Flux works with any

Kubernetes and all common
Kubernetes tooling

and best-practices. Read more about our security considerations.

Kustomize, Helm, RBAC, and policy-driven validation (OPA, Kyverno, admission controllers) so it simply falls into place.

i#; Flux does Multi-Tenancy (and Flux uses true Kubernetes RBAC via impersonation and supports multiple Git repositories. Multi-cluster infrastructure and

“Multi-everything”)
+4 Dashboards love Flux
Flux alerts and notifies

4z Users trust Flux

% Flux has a lovely community
that is very easy to work with!

apps work out of the box with Cluster API: Flux can use one Kubernetes cluster to manage apps in either the same or
other clusters, spin up additional clusters themselves, and manage clusters including lifecycle and fleets.

No matter if you use one of the Flux Uls or a hosted cloud offering from your cloud vendor, Flux has a thriving ecosystem
of integrations and products built on top of it and all have great dashboards for you.

Flux provides health assessments, alerting to external systems, and external events handling. Just “git push”, and get
notified on Slack and other chat systems.

(alongside Helm).

We welcome contributors of any kind. The components of Flux are on Kubernetes core controller-runtime, so anyone can
contribute and its functionality can be extended very easily.


https://github.com/fluxcd/flagger
https://github.com/fluxcd/flagger
https://fluxcd.io/flux/cheatsheets/oci-artifacts/
https://fluxcd.io/flux/security/
https://fluxcd.io/ecosystem/#flux-uis--guis
https://fluxcd.io/flux/components/notification/provider/
https://radar.cncf.io/2020-06-continuous-delivery

Flux UIs/ GUIs

VS Code GitOps Tools

Built-in Ul= M3 &KX 220,
weaveworks | M Kl E3dt= vs
code extension1} weave gitops

dashboardJt & L4 4 US

(opensource)

T — 2 @weegops  Appications > Inkerd 2 o
, G -1 2.

- gimlet-io/capacitor

_/ - headlamp/flux-plugin

| EE - freelensapp/freelens-fluxcd-e

|-3 ' q xtension

- vmware-tanzu/kubeapps



https://github.com/gimlet-io/capacitor
https://github.com/headlamp-k8s/plugins/tree/main/flux
https://github.com/freelensapp/freelens-fluxcd-extension
https://github.com/freelensapp/freelens-fluxcd-extension
https://github.com/vmware-tanzu/kubeapps

Flux
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Gitless GitOps

g/ 0| OCIRepository 2~ A EF I Flux OCI Artifact OIC|{ Bt & &

« GitOpstil M Git 2/ &4 HH, OCI AN AECIE HE bl AAZ &3
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 FluxZ2EScli= Gitlt 28 22| - OCI dI X AEZ2|BF & X
« AEX= HEO| Git 2IEHOIA &2 (PR, 2ZE 27 S)

. P OlEIHE
&

. KON EIA
. O AN Q-
. EOHA-HHI

, SBOM, M &, & 0|0 Xl 25 OCI el XIAEC|Io MHE

Kl
4
=}
0c

SHAL Git MHIE O 014 22 =
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Flux

apiVersion: source.toolkit.fluxcd.io/v1
kind: OCIRepository
metadata:
name: podinfo
namespace: default
spec:
interval: 1em
url: oci://ghcr.io/stefanprodan/charts/podinfo

layerSelector:

mediaType: "application/vnd.cncf.helm.chart.content.vl.tar+gzip"

operation: copy
ref:
semver: ">=6.9.8"
apiVersion: helm.toolkit.fluxcd.io/v2
kind: HelmRelease
metadata:
name: podinfo
namespace: default
spec:
interval: 16m
releaseName: podinfo
chartRef:
kind: OCIRepository
name: podinfo
values:

replicaCount: 2

Gitless GitOps

OIOIXl BHE Al helm S HH Xt
Z R 5t objectE F=Jtot1) 0
2= D1IE}E1IO|E101| &2l gtLt.

Fluxe &olf &l AHIZ0tCH OCI
Repositoryil A 0|0l XIS
2 Ot=Ct.



Flux

1. flux push

Gitless GitOps

ocl Flux Flux Kubernetes Flux
repository source-controller kustomize-controller api-server notification-controller
2. pull artifact
verify sis gnat ures
-
4. store artifact revision
5. update status for revision
6. emit events
7. notify about new revision
8. fetch artifact for revision
9. extract ks objects
10. customize objects
11. validate objects
12. apply objects (ssa)
13. delete objects
................. >
15. update status for revision
16. emit events
17. send alerts for revision
| PRSIUUSPIRISR SRS SESVREI RN ORI . 2 s TP L Soc M ARSI ESTNN S SR RPA S !
ocl Flux Flux Kubernetes Flux
repository source-controller kustomize-controller api-server notification-controller

OI0IAI BHZ Al helm S HH 2t
2 28t objectE FIIo
HEE2 S HIEDIOIE Gl E2lstlt.

EJ
7o

Fluxe &olf &l AHIZ0tCH OCI
RepositoryGil Al OI01XIE
2 Ot=Ct.

Fluxe =1 & 0|0lXIE 20
helm chart install € X & &
AT =0 CD &=

4B BHC)

CD ==& Al git0ll CHet 2/ =-40l
AtetXI 12 oci repository Qi
Hol Al 2F 2| &8,
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@g operator pattern concept lets you extend the

cluster's behaviour without modifying the code of Kubernetes
itself by linking controllers to one or more custom resources.
Operators are clients of the Kubernetes API that act as
controllers for a Custom Resource.”

@® Q

Kubexrnetes Operator Pattern

©)



Operator vs Helm

A Helm Chart Kubernetes Operator
29 24 OHLIHAE T2 & /HHE &3 X£H ReconcileZ 29 At=3t

OlgI A A= C 11 = = A /\I- 2t - 11 = ==

E= mpSyE=p=

_ sHE (Y c BHOY /=2 2 /TH| s &3

Day-2 Xt =35} io;kalieﬂle (g2240l jq/ 3/&” /0101 = = (G
S&T/HE S3E =22Y) =30ig/29 EXO 2F) Il &XFvs &
2 5t/ O ASH AR HE A IS HEZP0 XS et TR £ Operator)




Operator

Operator= &2 YAML It £= helm
chart€ S8 &XJ0F fetE Y.

helm-charts / charts / kube-prometheus-stack /

[ Files

README.md
¥ main

kube-prometheus-stack

Installs core components of the kub a collection of Kubernetes manifests, Gr na dashboards,
> B alertmanager-snmp-notifier and P combined with documentation and scripts to provide easy to operate end-to-end Kubernetes

cluster monitoring with Pre sing th
> [ alertmanager

> W jiralert See the k metheus readme for details about components, dashboards, and alerts.

I v @ kube-prometheus-stack Note: This chart was formerly named prometheus-operator chart, now renamed to more clearly reflect that it installs the
> @ charts/crds kube-prometheus project stack, within which Prometheus Operator is only one component. This chart does not install all
components of kube-prometheus , notably excluding the Prometheus Adapter and Prometheus black-box exporter.

> Bad

BB files/dashboards PrerequiSiteS

B8 hack

B templates e Kubernetes 1.19+

e Helm 3+

B unittests



Operator

Prometheus Operator Docs KubePrometheus Adopters

> GETTING-STARTED

Apply all these manifests to create the necessary RBAC resources. Now you are all set
CRARIIREEERENCE to deploy a Prometheus instance. Here is an example of a basic Prometheus instance
v PLATFORM GUIDE manifest.

Geiting Started

E ing Pi he d =Y —
G OperatorE &Xlol =2H =42 yaml| I+ &
kind: Prometheus

e StLBt2 2 & application (0il: Prometheus,
- alertmanater S) BHZ It JtsaH A

RBAC
RBAC for CRDs

High Availability To verify that the instance is up and running, run: EE @_ JX_|» é O-” A—l le E @_ C R D

Storage

e kubectl get -n default prometheus prometheus -w ObjeCt(PrometheUS) % /%I' I-” 8" Dl_:| ol_:|

CLI reference

Troubleshooting Applicction()l %g /%I-X-” j}%

> DEVELOPER GUIDE For more information, see the Prometheus Operator RBAC guide.

pd

&
—

> PROPOSALS
> COMMUNITY Deploying Alertmanager

Let us take a simple example that creates 3 replicas of Alertmanager.

apiVersion: monitoring.coreos.com/vi
kind: Alertmanager
metadata:
name: example
sp

replicas: 3




Operator
=tZotH Ui XL D=8 operatorE =01 &

Operator FrameworkS 2! 5

& C (& httpsy//github.com/hellices/openapi-aggregator-operator

4 gBEIEATOR Home [BUild\ Documentation Releases ~

(] README &[5 Apache-2.0 license

INSTALLING THE SDK H o M E B REW, OpenAPI Aggregator Operator

CLI
license Apache 2.0 Go v1.22.0

Follow the steps in the Installation guide to learn
how to install the Operator SDK CLI tool. If you
are using a release version of the SDK, make sure ,

Kubernetes operator that discovers and aggregates OpenAPI/Swagger specifications from services running in your

to follow the documentation for that version. You
make use any of the following installation
cluster. It provides a unified Swagger Ul interface to browse and test all your APIs in one place.

processes: I
Install the Horr (macOs) MAS E R
- .
Quick Start

Install from GitHub release

Compile and install from master

Learn More =9
1. Installation

# Install the ator
kubectl apply -f https://raw.githubusercontent.com/hellices/openapi-aggregator-operator/main/install

Go READ THE USER GUIDES
Jerify th
kubectl get pods -n openapi-aggregator-system

Operators can be created with the SDK using Ansible, Helm,
e ]

A N s I B I E or Go. Follow the one of the quickstart guides to dive in
2. Configure Services

Ansible Quickstart =

Go Quickstart =¥
metadata:
annotations:
openapi.aggregator.io/swagger: "true"
openapi.aggregator.io/path: "/v2/api-docs
openapi.aggregator.io/port: "808@"
openapi .aggregator.io/allowed-methods:

Add these annotations to your services that expose OpenAPI/Swagger specs:
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